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1 Notes
is is a list of references I used for my lectures on GPU algorithms at the MADALGO 2012 Summer School on Al-
gorithms for Modern Parallel and Distributed Models. is is not a comprehensive list of papers in the area, or even a
fleshed out survey: the field is far too large and active for any survey to be either complete or timely. I chose papers that
exemplified certain aspects of algorithms that I wanted to highlight, and my overall focus was on the algorithm primitives,
rather than the problems being solved. e papers cited here have numerous references pointing to related work on GPU
computing. For a frequently updated clearinghouse of information on doing high performance computing with GPUs,
the reader is encouraged to visit http://hgpu.org where they will find most of the papers listed here as well as many
more.

In addition to the specific paper references listed in the next section, I drew inspiration from Mary Hall's course on
GPU programming at the University of Utah (http://www.cs.utah.edu/~mhall/cs6963s11/). Michael Garland
visited Utah a few months ago and gave an amazing talk on GPU algorithms for sparse irregular problems, and was
kind enough to share his slides and other materials: you should visit his page at http://mgarland.org/. Mark
Harris's guide to parallel reductions is an excellently done presentation (http://developer.download.nvidia.
com/compute/cuda/1.1-Beta/x86_website/projects/reduction/doc/reduction.pdf).
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